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Abstract 
 
Chinese named entity recognition (NER) is a challenging work that seeks to find, recognize 
and classify various types of information elements in unstructured text. Due to the Chinese 
text has no natural boundary like the spaces in the English text, Chinese named entity 
identification is much more difficult. At present, most deep learning based NER models are 
developed using a bidirectional long short-term memory network (BiLSTM), yet the 
performance still has some space to improve. To further improve their performance in Chinese 
NER tasks, we propose a new NER model, IDCNN-BiLSTM-Highway, which is a 
combination of the BiLSTM, the iterated dilated convolutional neural network (IDCNN) and 
the highway network.  In our model, IDCNN is used to achieve multiscale context aggregation 
from a long sequence of words. Highway network is used to effectively connect different 
layers of networks, allowing information to pass through network layers smoothly without 
attenuation. Finally, the global optimum tag result is obtained by introducing conditional 
random field (CRF). The experimental results show that compared with other popular deep 
learning-based NER models, our model shows superior performance on two Chinese NER 
data sets: Resume and Yidu-S4k, The F1-scores are 94.98 and 77.59, respectively. 
 
 
Keywords: Bidirectional long short-term memory network, Chinese named entity 
recognition, Conditional random field, Highway network, Iterated dilated convolutional neural 
network. 
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1. Introduction 

Named entity recognition (NER) is a vital sub-task in natural language processing (NLP) 
task that seeks to recognize named entities of a given text, which serves as the foundation of 
other important NLP missions like relation extraction [1], event extraction [2], machine 
translation [3]. In addition, it is also widely used in various application fields, such as feature 
extraction from medical records to assist in medical decision support [4]. 

Traditional NER models are linear statistics-based models, for instance, the hidden Markov 
models (HMMs) and conditional random fields (CRFs) [5, 6, 7]. However, those models 
cannot efficiently model entity names in unstructured text due to feature engineering with 
domain-specific vocabulary and knowledge. With the rapid development of neural networks 
in these years, many deep learning models have been developed to accomplish NER tasks. 
These models are all developed based on nonlinear neural networks. These models can 
automatically learn word features from a large amount of corpus data instead of relying on 
handcrafted features developed from a specific data set, demonstrating multiple advantages 
over traditional NER models. Two popular network structures have been developed: deep 
learning based convolutional neural network (CNN), deep learning based recursive neural 
network  (RNN) [8]. Collobert et al. [9] proposed CNN models to solve the sequence tagging 
problem using a fixed-size window approach. They also combined CNN with CRF structure 
to generate promising results on sequence tagging tasks. Strubell et al. [10] improved the 
network structure of CNN and proposed an iterated dilated convolutional neural network 
(IDCNN), which has superior ability than original CNNs for NER of a long sequence of text. 
On the other hand, RNNs are widely used in NLP applications since they are ideal for solving 
problems where a sequence is more important than individual items for language processing. 
Leveraging potential characteristics of long-distance dependency in a sentence, long short-
term memory (LSTM), a RNN with special structure, has gradually become the mainstream 
approach to NLP applications. Yao et al. [11] merged RNNs with CRF for language 
understanding, which demonstrates the effectiveness of RNN-CRF structure for sequence 
tagging. Basaldella et al. [12] proposed a BiLSTM model to perform automatic extraction of 
key phrases. Corbett et al. [13] proposed three models for the NER task: CRF, BiLSTM and 
BiLSTM-CRF. They found that the BiLSTM-CRF model can implement the most advanced 
NER performance. Additionally, Ma et al. [14] designed an end-to-end sequence labelling 
system which is using a consist of CNN, BiLSTM and CRF. The system does not rely on task-
specific resources, feature engineering or data preprocessing, so that it is suitable for a broad 
range of sequence tagging missions. Recently, Vaswani et al. [15] advanced an attention 
mechanism in the field of machine translation. This mechanism has attracted widespread 
attention from researchers in the domain of NLP [16, 17]. It has become the focus of neural 
network research and has achieved good results in various fields [18, 19, 20, 21]. Tang et al. 
[22] developed an attention-based CNN-LSTM-CRF model to recognize the Chinese entity in 
clinical reports, demonstrating the effectiveness of the attention mechanism. 

 Most of these researches mainly focused on English NER. Compared with English, Chinese 
has uniqueness in many aspects, such as the Chinese text having no natural boundaries like the 
spaces in the English text. The NER task is challenging in unstructured Chinese text and the 
need for Chinese-clinical-record NER applications is increasing. 

To further increase the performance of Chinese NER tasks, we advance a new NER model, 
which is based on IDCNN combined with BiLSTM and a highway network, denoted as 
IDCNN-BiLSTM-Highway. Similar to other network structures, CRF is used to complete the 
tag prediction task. The main contributions of this paper are as follows: 
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1) A new NER model, IDCNN-BiLSTM-Highway, is proposed, which combines IDCNN, 
BiLSTM, and highway network to accomplish NER tasks. 

2) An efficient approach using IDCNN before BiLSTM is adopted so that the information 
of a single neuron can be used to represent the characteristics of local neurons. 

3) A novel highway network with a special transform gate is designed to incorporate the 
information from intermediate layers of embedding module and BiLSTM. 

2. Related Work 

2.1 Iterated dilated convolutional neural network 
Yu et al. [23] advanced a dilated convolutional neural network (DCNN) to solve the problem 
of dense prediction in semantic segmentation. DCNN is especially suitable for dense 
prediction because it can improve the accuracy by extending the receptive field and ensure 
that the resolution or coverage is not lost. Strubell et al. [10] proposed a fast and accurate 
IDCNN for NER tasks. It uses DCNN instead of RNN to achieve computational advantages 
due to its parallel computing ability. The IDCNN model can attain high-recognition accuracy 
by learning neighboring information after multiple iterations of expanded convolution. As the 
number of network layers increases, a broad context can be incorporated to remedy the 
shortcomings of not being able to learn global features. He et al. [24] use a dilated-gated 
convolutional neural network (DGCNN) for sound event detection. It utilizes gated units that 
are alike to LSTM to control information flow to the next layer. 

2.2 Bidirectional long short-term memory network 
Huang et al. [25] comprehensively compared the performance of several sequence marking 
models which are based on LSTM, such as part of speech tagging (POS), chunking and NER. 
They developed a neural network model with manual characteristics to develop the recognition 
effect. Labeau et al. [26] explored bidirectional recurrent neural networks with CNN models 
(BiRNN-CNNs) for POS tagging, which can infer meaningful word representations from a 
raw character stream, allowing the models to exploit the morphological properties of words 
without using any handcrafted features or external tools. Chiu et al. [27] proposed a BiLSTM-
CNN structure for NER, which is similar to BiRNN-CNNs, with the difference of using LSTM 
instead of RNN. In this study, we adopted this structure but we used IDCNN instead of CNN 
to enable the convolutional layer to automatically extract information from a wider window of 
an input sequence. 

2.3 Highway network 
Highway network implements multi-channel transmission of input context information and 
integrates information from different layers. Attention mechanisms in deep neural networks 
focus on the most relevant parts of the input to make decisions. Compared with the attention 
mechanisms, the use of the highway network can usually solve the problem of degradation, in 
which the model is difficult to train due to the depth of the network [28]. To smoothly change 
the behavior between the following two layers: a plain layer, a layer which simply passes its 
inputs through, a highway network utilizes two gate structures to control how much input 
information is transformed. Liu et al. [29] proposed an LM-LSTM-CRF model, in which the 
highway layer is used after the character level LSTM to map the hidden layer vector to two 
different vector spaces, and each space completes different tasks. We believe that this structure 
not only solves the degradation problem due to network depth but also provides some ideas 
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for cross-layer connections. In our work, we use a different gate structure instead of the 
routinely used gate structure in the highway network to control information flow between 
different layers. 

3. Proposed Work 
Conventional NER models use the output vectors of BiLSTM or the attention output obtained 
by their weighted sum as final results, leading to the abandonment of the information from the 
intermediate layers of the network. Different from conventional models, we propose IDCNN-
BiLSTM-Highway to incorporate the information from the intermediate layers, which is 
inspired by the structure of the highway network [28]. 

The overall network structure of the IDCNN-BiLSTM-Highway is shown in Fig. 1, which 
is the main model for Chinese NER task. It contains 5 layers: an embedding layer, which 
represents each Chinese character in the sentence as a vector; an IDCNN layer, which encodes 
local context features of Chinese characters into vectors; a BiLSTM layer, which learns global 
features of a sentence through two different directions LSTM networks; a highway network 
layer, which enables multichannel transmission of input context information, while integrating 
information from different layers; and a CRF layer, which performs a label sequence 
prediction by considering the association of the neighbor labels. The detail of the five layers 
of our model are described in the next sections. 

 

 
Fig. 1. The general structure of our proposed model. 𝑋𝑋𝑡𝑡−1,𝑋𝑋𝑡𝑡 ,𝑋𝑋𝑡𝑡+1 represent three consecutive 

Chinese characters in a sentence. 
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3.1 Embedding layer 
This first layer is used to perform word-embedding which mapping each Chinese character to 
a vector by learning a distributed matrix representation of character. For a given Chinese 
sentence = 𝑤𝑤0𝑤𝑤1⋯𝑤𝑤𝑛𝑛 , where 𝑤𝑤𝑡𝑡 stands for the 𝑡𝑡-th character in a sentence, then we employ 
a word-embedding vector 𝑥𝑥𝑡𝑡  from a pretraining word-embedding matrix instead of the 
corresponding character  𝑤𝑤𝑡𝑡 itself for training. 

3.2 IDCNN layer 
The second layer is used to perform iterated dilated convolutions. To avoid adjacent inputs, an 
effective input width is defined by skipping δ inputs at a time. Dilated convolution is applied 
to each input vector 𝑥𝑥𝑡𝑡, which is defined as follows. 
 

                              𝑑𝑑𝑡𝑡 = 𝑊𝑊𝑑𝑑 ⊕
𝑟𝑟

𝑘𝑘=0
𝑥𝑥𝑡𝑡 ± 𝑘𝑘𝑘𝑘                                                    (1) 

 
where ⊕ is a vector concatenation operator, 𝑊𝑊𝑑𝑑 is an affine transformation function, which is 
equivalent to the CNN convolution kernel in image processing, 𝑟𝑟 is one-half of the sliding 
window width, δ is the dilation width, and 𝑑𝑑 is the dilated convolution output. When δ is equal 
to 1, the dilated convolution is equivalent to the ordinary convolution. In our study, the dilated 
convolution design is shown in Fig. 2. The dilated widths of dilated convolutions are 1, 1, and 
2. 
 

 
 

Fig. 2. A DCNN block with the maximum dilation width 2 and filter width 3. 
 

3.3 BiLSTM layer 
The third layer is used to learn sequence features through BiLSTM. In the sequence tagging 
task, we need to simultaneously access the past and future features in a given time frame. 
Therefore, we use BiLSTM to effectively utilize context information in two different 
directions, including past contextual (forward) and future contextual (backward). A basic 
LSTM unit consists of an input gate 𝑖𝑖𝑡𝑡, a forget gate 𝑓𝑓𝑡𝑡 and an output gate 𝑜𝑜𝑡𝑡; in general, at 
time 𝑡𝑡,  a basic LSTM unit is described as below: 
 

      𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑖𝑖ℎ𝑡𝑡−1 + 𝑈𝑈𝑖𝑖𝑑𝑑𝑡𝑡 + 𝑏𝑏𝑖𝑖)                                               (2) 
𝑓𝑓𝑡𝑡 = 𝜎𝜎�𝑊𝑊𝑓𝑓ℎ𝑡𝑡−1 + 𝑈𝑈𝑓𝑓𝑑𝑑𝑡𝑡 + 𝑏𝑏𝑓𝑓�                                                (3) 
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𝑐𝑐𝑡𝑡 = 𝑓𝑓𝑡𝑡 ☉ 𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡☉ tanh(𝑊𝑊𝑐𝑐ℎ𝑡𝑡−1 + 𝑈𝑈𝑐𝑐𝑑𝑑𝑡𝑡 + 𝑏𝑏𝑐𝑐)                             (4) 
𝑜𝑜𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑜𝑜ℎ𝑡𝑡−1 + 𝑈𝑈𝑜𝑜𝑑𝑑𝑡𝑡 + 𝑏𝑏𝑜𝑜)                                               (5) 

ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡☉ tanh 𝑐𝑐𝑡𝑡                                                         (6) 
 
where ☉is a product operator of element; 𝑐𝑐𝑡𝑡  is the memory unit, which is used to store the 
information from forget gate and the proportion of new information; and 𝑊𝑊 represent the 
weight matrix of hidden state ℎ, 𝑈𝑈 represent the weight matrix of input 𝑑𝑑, and and 𝑏𝑏represent 
the bias, respectively. Hence, Fig. 3 is the structure of BiLSTM, and described as below: 
 

ℎ𝑡𝑡
𝑓𝑓 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿�����������⃗ �ℎ𝑡𝑡−1

𝑓𝑓 ,𝑑𝑑𝑡𝑡�                                                    (7) 
ℎ𝑡𝑡𝑏𝑏 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿�⃖�����������ℎ𝑡𝑡+1𝑏𝑏 ,𝑑𝑑𝑡𝑡�                                                    (8) 

ℎ𝑡𝑡 = ℎ𝑡𝑡
𝑓𝑓 ⊕ ℎ𝑡𝑡

𝑏𝑏                                                            (9) 
 
Where  ℎ𝑡𝑡

𝑓𝑓 ,  ℎ𝑡𝑡𝑏𝑏 represent the hidden states of the LSTM in two different directions at position 
𝑡𝑡, respectively, 𝑑𝑑𝑡𝑡 an output of IDCNN, and  ⊕ denotes the vector concatenation operation. 
 

 
Fig. 3. BiLSTM network structure. 𝑋𝑋𝑡𝑡−1,𝑋𝑋𝑡𝑡 ,𝑋𝑋𝑡𝑡+1,𝑋𝑋𝑡𝑡+2 represent four consecutive Chinese characters 

in a sentence. 

3.4 Highway layer 
The fourth layer is used to utilize a highway network to connect the outputs of word embedding 
𝑥𝑥  and BiLSTM  ℎ. This idea of using a highway network can be described as:  
 

𝑧𝑧 =  ℎ ∗  𝐿𝐿 +  𝑥𝑥 ∗  𝐶𝐶                                                  (10) 
 
where 𝐿𝐿,𝐶𝐶 represent transform gate and carry gate. In this paper, after we set 𝐶𝐶 = 1 − 𝐿𝐿[28], 
we obtain  
 

   𝑧𝑧 =  ℎ ∗  𝐿𝐿 +  𝑥𝑥 ∗  (1 −  𝐿𝐿)                                         (11) 
 

We also design a new transform gate, 𝐿𝐿 =  𝜎𝜎( 𝑡𝑡𝑡𝑡𝑡𝑡ℎ ( 𝑊𝑊 ∗  𝑥𝑥 + 𝑈𝑈 ∗  ℎ )  ∗ 𝑉𝑉 ), to replace 
routinely used  𝐿𝐿 =  𝜎𝜎(𝑊𝑊 ∗  𝑥𝑥 + 𝑏𝑏). Our highway structure is shown in Fig. 4. 
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 7, July 2023                                    1765 
 

 
Fig. 4. Proposed highway network structure. 

3.5 CRF layer 
The last CRF layer is used to process the features obtained from the highway network layer. 
In the sequence labeling task, it is necessary to think about the correlation between the joint 
decoding of tags in the neighborhood in order to find the globally optimized label sequence of 
specified input sentence. For example, in NER with BMEO format (B, M, E, O represent the 
beginning, middle, end and outer of the entity, respectively) [30], M and E cannot follow O. 
Therefore, our model predicts sequence labels by using CRF, which can combine the 
probability of each independent label and the probability of state transition between labels, 
instead of the maximum probability calculated by the softmax function at each moment, 
avoiding local optimal problems. 

CRF takes the output of the highway layer  𝑧𝑧 =  𝑧𝑧0𝑧𝑧1 ⋯𝑧𝑧𝑛𝑛  as an input, where 𝑧𝑧𝑡𝑡 is the 
output vector from the highway layer of the 𝑡𝑡-th character. The most likely label sequence 
 𝑦𝑦 =  𝑦𝑦0𝑦𝑦1 ⋯𝑦𝑦𝑛𝑛  is the output. CRF uses the transition parameter matrix  𝐿𝐿 and the emission 
parameter matrix 𝐸𝐸  to compute the label sequence score 𝐿𝐿 to make use of the correlation 
between adjacent labels, described as follows: 
 

                  𝐿𝐿(𝑧𝑧,𝑦𝑦) = ∑
𝑛𝑛

𝑡𝑡=1
�𝐸𝐸𝑦𝑦𝑡𝑡,𝑡𝑡 +  𝐿𝐿𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡�                                          (12) 

 
where  𝐸𝐸𝑦𝑦𝑡𝑡,𝑡𝑡  is the probability of word  𝑧𝑧𝑡𝑡 with label 𝑦𝑦𝑡𝑡, and  𝐿𝐿𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡  is the probability of word 
𝑧𝑧𝑡𝑡−1 with label  𝑦𝑦𝑡𝑡−1 followed by  𝑧𝑧𝑡𝑡 with label  𝑦𝑦𝑡𝑡. Thus, the conditional probability of label 
sequence  𝑦𝑦  can be calculated as: 
 

      𝑝𝑝(𝑧𝑧,𝑦𝑦;𝑊𝑊, 𝑏𝑏) = 𝑒𝑒𝑆𝑆(𝑧𝑧,𝑦𝑦)

∑ 𝑒𝑒𝑆𝑆(𝑧𝑧,�̇�𝑦)
�̇�𝑦

                                               (13) 

 
where  𝑌𝑌𝑧𝑧 represents all possible label sequences for an input state  𝑧𝑧. 𝑊𝑊 and 𝑏𝑏 are the weight 
vector and bias, respectively.  

Our model uses the maximum likelihood estimation. The logarithm of the maximum 
likelihood is expressed as:  
 

     𝐿𝐿(𝑊𝑊, 𝑏𝑏) = ∑
𝑡𝑡

log𝑝𝑝(𝑦𝑦 | 𝑧𝑧;𝑊𝑊, 𝑏𝑏)                                       (14) 
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The highest conditional probability for the label sequence 𝑦𝑦∗ is obtained as: 
 

       𝑦𝑦∗ = arg max
𝑦𝑦𝑦𝑦𝑌𝑌𝑧𝑧

𝑝𝑝(𝑧𝑧,𝑦𝑦;𝑊𝑊, 𝑏𝑏)                                          (15) 

 
The Viterbi algorithm is regularly used to decode the optimal label [31]. 

4. Experiments 

4.1 Details setting 
All these experiments were performed on PCs with the following specifications:  

Intel (R) core (TM) i7-8700, 16 GB RAM, CPU clock speed or frequency @3.20 GHz, and 
the GPU acceleration library is CUDNN 7.6.5/CUDA 10.0. The deep learning framework is 
based on TensorFlow and the models are based on Python 3.7.1. 

We conducted experiments on two datasets: the Chinese Resume date set provided by Zhang 
et al. [30] and the Yidu-S4K data set. The Resume data set has a total of 8 types of entities. 
The Yidu-S4K data set contains 1379 Chinese clinical reports, of which the entity category is 
divided into 6 categories. Table 1 shows the setting of hyper-parameters applied in our 
experiment. 
 

Table 1. Hyper-parameter values 
Parameter Value 

embedding size 100 
batch size 20 

gradient clip 5 
dropout 0.5 

LSTM units 100 
epochs 50 

learning rate 0.001 
optimizer Adam 

 

4.2 Evaluation metrics 

In order to understand the quality of the NER model, we must comprehensively evaluate the 
model, usually from two aspects: whether the entity boundary is correct; whether the entity 
type is marked correctly [32]. The evaluation indexes used in this paper are defined as below: 

Precision rate is the proportion of the correct extraction results of NER model to all extracted 
results for prediction results. 
 

P = TP
TP+FP

 × 100%                                                     (16) 
 

Recall rate refers to the ratio of the results correctly extracted by NER model to all possible 
correct results for the original sample. 
 

R = TP
TP+FN

 × 100%                                                    (17) 
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F1-score can be regarded as a weighted average of P and R. Only when the precision and 
recall are high, the F1 value will be high, which reflects the robustness of the model. 
 

�
   2
F1

= 1
P

+ 1
R

    

  F1 =  2∗R∗P
R+P

 × 100%
                                                (18) 

 
The F1-score jointly considers the precision and recall rate of the classification model and gets 
their weighted harmonic average. Generally speaking, the evaluation indexes P and R may be 
contradictory, so they are often considered comprehensively by calculating the F1-score. High 
recall rate is paid more attention to NER, but high accuracy rate is more focused on information 
retrieval [32, 33].  

4.3 Evaluation results 

To demonstrate the effectiveness of our NER model, we develop other deep learning-based 
NER models for comparison, which include BiLSTM, BiLSTM with attention mechanism 
(BiLSTM-Attention), BiLSTM with highway network (BiLSTM-Highway), IDCNN, IDCNN 
with attention mechanism (IDCNN-Attention), IDCNN with highway network (IDCNN-
Highway), IDCNN-BiLSTM and IDCNN-BiLSTM with attention mechanism (IDCNN-
BiLSTM-Attention). Comparison experiments are carried out on two Chinese NER data sets, 
Resume and Yidu-S4k, we use the metrics of P, R, and F1-score to quantify the performance 
of our models in the experiments. 

From our experimental results, we observed and analyzed from the following aspects: 
• Effectiveness of our model. The comparison results of our model and other basic models 

are shown in Table 2. We observe that our IDCNN-BiLSTM-Highway model achieves the 
highest F1-scores of 94.98% on the Resume data set and 77.59% on the Yidu-S4K data set. 
Our model used IDCNN before BiLSTM so that the information of individual neurons could 
contain features of local neurons, showed superior recognition performance than BiLSTM 
model and IDCNN model, increasing the F1-score from 93.45% to 94.98% on the Resume 
data set and achieving a 1.40% improvement on the Yidu-S4K data set. Meanwhile, we found 
that two models based on IDCNN-BiLSTM achieved faster convergence rate during model 
training. 
 

Table 2. Basic results of our experiment on two data sets 
Data set Method P R F1 
Resume BiLSTM 93.28 93.62 93.45 

IDCNN 93.90 94.42 94.16 
IDCNN-BiLSTM 95.04 93.99 94.51 

IDCNN-BiLSTM-H 94.86 95.09 94.98 
Yidu-S4K BiLSTM 77.28 75.14 76.19 

IDCNN 77.46 76.20 76.82 
IDCNN-BiLSTM 78.11 76.47 77.28 

IDCNN-BiLSTM-H 78.77 76.44 77.59 
a “H” denotes “Highway” 

 
• Effectiveness of the highway layer. In order to prove the influence of highway layer on 

the performance of the model designed in this paper, we adopted the self-attention mechanism 
and performed comparative experiments. The detailed comparison results are given in Table 
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3. We could observe that the model using the highway layer has better performance than the 
basic model. On the two data sets, the effect of the highway structure is better than that of the 
self-attention mechanism. 
 

Table 3. Comparison results of Highways and Attention on two data sets 
Data set Method P R F1 
Resume BiLSTM-Aa 94.11 94.05 94.08 

BiLSTM-H 94.06 94.17 94.11 
IDCNN-A 93.96 94.48 94.22 
IDCNN-H 95.01 94.54 94.77 

IDCNN-BiLSTM-A 94.57 94.05 94.31 
IDCNN-BiLSTM-H 94.86 95.09 94.98 

Yidu-S4K BiLSTM-A 77.08 76.54 76.81 
BiLSTM-H 77.61 76.29 76.92 
IDCNN-A 74.96 75.99 75.47 
IDCNN-H 78.12 77.05 77.58 

IDCNN-BiLSTM-A 78.96 75.73 77.31 
IDCNN-BiLSTM-H 78.77 76.44 77.59 

a “A” denotes “Attention” 
 

• Effectiveness of the IDCNN layer. The model performance can be improved when an 
IDCNN structure is added. On the Resume data set, the performance of IDCNN-BiLSTM is 
1.06% higher than that of BiLSTM in terms of F1-score (Table 2); the performance of 
IDCNN-BiLSTM-Attention is 0.23% higher than that of BiLSTM-Attention (Table 3); the 
performance of IDCNN-BiLSTM-Highway is 0.87% higher than that of BiLSTM-Highway 
(Table 3). By observing the results on the Yidu-S4K data set, we found that the performance 
of all models which contained with  IDCNN layer has been drastically improved. (Table 2 and 
Table 3). These conclusions indicate that the context information of Chinese characters 
learned from the IDCNN structure is useful for the Chinese NER task. 

• Effectiveness of the proposed transform gate. We compare the performance of highway 
networks between the proposed transform gate and the conventionally used transform gate in 
terms of F1-score. Table 4 lists the performance of three models that contain highway 
structures. We observe that on the Resume data set, the performance of the models with the 
proposed transform gate is improved by 0.05%, 0.92%, and 0.91% compared with the models 
that contain the conventionally used transform gate. On the Yidu-S4K data set, the 
performance is also improved by 0.66%, 0.58% and 1.07%. These results indicate that our 
proposed transform gate has a potential to improve recognition performance. 
 
Table 4. Comparison of the performance between two different transform gates according to F1-Score 

on two data sets 
Dataset Method Conventionally a Proposed b 

 
Resume 

BiLSTM-H 94.06 94.11 
IDCNN-H 93.85 94.77 

IDCNN-BiLSTM-H 94.07 94.98 
 

Yidu-S4K 
BiLSTM-H 76.26 76.92 
IDCNN-H 77.00 77.58 

IDCNN-BiLSTM-H 76.52 77.59 
a conventionally used transform gate 
b proposed transform gate 
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4.4 Time Complexity 

For the two data sets, we roughly evaluated the average running time of all models mentioned 
above. From the bar char Fig. 5, we can intuitively see that the processing speed of models 
that contained with IDCNN is the fastest, and contained with BiLSTM is very slow due to the 
high calculation intensity. Considering the effect of the final Chinese NER results and the 
increasing complexity of the model, the highway network proposed in this paper has 
advantages in speed compared with other models with attention mechanism. The experimental 
results indicate that the IDCNN-BiLSTM-Highway model we designed in this paper could get 
results at the fastest speed while ensuring the recognition accuracy. The introduction of 
IDCNN and highway gate is effective. 
 

 
Fig. 5. Average running time comparison in seconds(s). 

5. Conclusion 
In this study, we develop an IDCNN-BiLSTM-Highway model to accomplish Chinese NER 
tasks. An IDCNN layer is added before the BiLSTM layer to allow the model to capture longer 
context information. A novel highway network with special transform gates is added after the 
BiLSTM layer to incorporate information from the embedding and BiLSTM middle layers. 
Through the above experiments, it is concluded that our model has higher performance than 
the recent deep learning based NER models on the two Chinese data sets. 

In the future, we will verify the conclusions in this study with more datasets. Additionally, 
we plan to explore other approaches that combine context information from different network 
layers to improve NER performance further. 
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